
WHY IS A BACKSIDE 
ILLUMINATED SENSOR
MORE SENSITIVE THAN
A FRONT SIDE ILLUMINATED?

All image sensors have light sensitive pixels, but what 
does that mean? The pixels allow a spatial localization 
of incoming light and consist of various electronics in-
terconnected with metal wires to enable digitization. The 
basic light to charge carrier conversion elements are the 
photodiodes (fi gure 2). Both the lateral area and volume 
of a pixel are shared by photodiodes, metal wiring, tran-
sistors and capacitors. Thus, the sensitivity of an image 
sensor strongly depends on how much of the total pixel 
area is used for light to charge carrier conversion, or in 
other words, is light sensitive.

Fill Factor

The fi ll factor is a technical term for an image sensor 
which describes the ratio of light sensitive area to total 
area of a pixel:

fill factor =  
light sensitive area of pixel

total area of pixel

For example, in interline transfer CCD image sensors where 
the pixel area was shared by the photodiode and the shield-
ed register, the fi ll factor was in the range of 30 %. This 
means, a minimum of 70 % of the incoming light would have 
been lost. The same principle holds true for CMOS image 
sensors, where all the transistors, capacitors and wires oc-
cupy valuable light converting space (fi gure 1).

Figure 1 depicts the pixel layout of a CMOS image sen-
sor with 6 transistors in each pixel and a fi ll factor of 
approximately 50 %. During CCD sensor development, 
measures were developed to compensate the fi ll factor 
loss. The most effective measure was done simply by 
adding micro lenses on top of the image sensor. Figure 

2 illustrates the differences in light collection shown for 
perpendicular impinging light. While some of the light is 
scattered, refl ected or absorbed in spaces of the image 
sensors, the microlenses focus the light to the charge 
conversion photodiodes much more effi ciently than 
without (fi gure 2a and 2b).

By this measure, the CMOS image sensor, shown in fi g-
ure 1 has a total quantum effi ciency of about 50 % - quite 
good considering there are additional loss mechanisms in 
image sensors. The best quantum effi ciencies achieved 

Figure 1: Pixel Layout of a CMOS image sensor with 50 %
� ll factor (3x3 pixels shown).
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in interline transfer CCDs (with 30 % fill factor) have been 
around 50 to 70 %. In more recent sCMOS image sensors 
with similar fill factors, quantum efficiencies of above 80 % 
have been achieved by optimization of the micro-lenses 
and the manufacturing process. But the micro-lenses are, 
in most cases, made of moldable plastic material, which 
attenuates significantly any UV light transmission.

Furthermore, there is a new influence introduced by
micro lenses, since the performance of these optical
devices is dependent on the angle of incidence. This
means that the micro lenses add a more pronounced
angular dependency to the quantum efficiency, as can
be seen in figure 3.

significantly, while the vertical dependence is less pro-
nounced, which can be explained by the fact that in
vertical direction the light sensitive area nearly covers
the whole pixel while horizontally half or more of the
area is used by the shielded register.

From Frontside to Backside Illumination

However, the micro-lenses cannot collect and focus all
ray angles of incoming light. Further, the semiconduc-
tor manufacturing process contributes additional layers
above the photodiodes (figure 4, depicting the wiring, the
transistors and the capacitors). The electronics in these
layers can cause light to be scattered and absorbed, re-
sulting in a loss of light to charge conversion.
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Figure 2: Schematic cross section through a frontside
illuminated CMOS image sensor without (a) and with micro
lenses (b) to illustrate the micro lens effect of improving the
light collection.

Figure 3: Measured data of the vertical and horizontal
angular dependence of the relative quantum ef�ciency
of a interline transfer CCD (KAI-2020) with micro lenses.

The blue curve shows the horizontal angular depen-
dence of the relative quantum efficiency of the interline
transfer CCD image sensor. From an incident angle of
5 ° and higher, the relative quantum efficiency drops
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Figure 4: Schematic cross section through a frontside illumi-
nated CMOS image sensor with micro lenses (a) and a back-
side illuminated CMOS image sensor with micro lenses (b) to
illustrate the effect of frontside vs. backside illumination.

The loss of light due to physical blocking and scatter-
ing by electronics is more pronounced in CMOS image 
sensors with small pixel pitches and higher pixel counts 
(> 4 MPixel) than many CCD sensors. Due to massive 
adoption of CMOS sensors (e.g. smart phone cameras) 
semiconductor manufacturers have developed methods 
to process the wafer with the image sensors effectively 
reversed, and a large part of the substrates physically and 
chemically etched away. This process results in image 
sensors that are effectively illuminated from the back, and 
the light reaches the photodiodes more directly (figure 4b).

Backside illumination of current CMOS image sensors
has seen quantum efficiencies better than 90 %. By the
introduction of an additional surface (the surface of the
backside), there are also additional dark current and
noise sources added, the caveat being that many back-
side illuminated image sensors have higher dark current
compared to the frontside illuminated counterparts.
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in interline transfer CCDs (with 30 % fi ll factor) have been 
around 50 to 70 %. In more recent sCMOS image sensors 
with similar fi ll factors, quantum effi ciencies of above 80 % 
have been achieved by optimization of the micro-lenses 
and the manufacturing process. But the micro-lenses are, 
in most cases, made of moldable plastic material, which 
attenuates signifi cantly any UV light transmission.

Furthermore, there is a new infl uence introduced by 
micro lenses, since the performance of these optical 
devices is dependent on the angle of incidence. This 
means that the micro lenses add a more pronounced 
angular dependency to the quantum effi ciency, as can 
be seen in fi gure 3.
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the whole pixel while horizontally half or more of the 
area is used by the shielded register.

From Frontside to Backside Illumination

However, the micro-lenses cannot collect and focus all 
ray angles of incoming light. Further, the semiconduc-
tor manufacturing process contributes additional layers 
above the photodiodes (fi gure 4, depicting the wiring, the 
transistors and the capacitors). The electronics in these 
layers can cause light to be scattered and absorbed, re-
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Figure 2: Schematic cross section through a frontside 
illuminated CMOS image sensor without (a) and with micro 
lenses (b) to illustrate the micro lens effect of improving the 
light collection.

Figure 3: Measured data of the vertical and horizontal
angular dependence of the relative quantum ef� ciency
of a interline transfer CCD (KAI-2020) with micro lenses.

The blue curve shows the horizontal angular depen-
dence of the relative quantum effi ciency of the interline 
transfer CCD image sensor. From an incident angle of 
5 ° and higher, the relative quantum effi ciency drops 
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Figure 4: Schematic cross section through a frontside illumi-
nated CMOS image sensor with micro lenses (a) and a back-
side illuminated CMOS image sensor with micro lenses (b) to 
illustrate the effect of frontside vs. backside illumination.

The loss of light due to physical blocking and scatter-
ing by electronics is more pronounced in CMOS image 
sensors with small pixel pitches and higher pixel counts 
(> 4 MPixel) than many CCD sensors.  Due to massive 
adoption of CMOS sensors (e.g. smart phone cameras) 
semiconductor manufacturers have developed methods 
to process the wafer with the image sensors effectively 
reversed, and a large part of the substrates physically and 
chemically etched away. This process results in image 
sensors that are effectively illuminated from the back, and 
the light reaches the photodiodes more directly (fi gure 4b).

Backside illumination of current CMOS image sensors 
has seen quantum effi ciencies better than 90 %. By the 
introduction of an additional surface (the surface of the 
backside), there are also additional dark current and 
noise sources added, the caveat being that many back-
side illuminated image sensors have higher dark current 
compared to the frontside illuminated counterparts.



Backside Illuminated Image sensors 
with Micro-Lenses?

The advantage of having fewer layers above the photo-
diodes (higher sensitivity) also presents a disadvantage 
in decreased sharpness, or spatial resolution (techni-
cally measured as modulation transfer function (MTF)). 
Due to the remaining substrate above the photodiodes, 
backside illuminated image sensors generally show a 
decreased MTF, and if light arrives at particular angles, 
can be scattered or incorrectly guided to the next pixel. 
Luckily, the same micro-lens method, initially developed 
to increase the fi ll factor, now improves the MTF.
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Figure 5: Schematic cross section through a backside illumi-
nated CMOS image sensor without (a) and with micro lenses 
(b) to illustrate the micro lens effect of improving the MTF.

Figure 5 illustrates the light rays hitting a backside illu-
minated image sensor under an angle (fi gure 5a), and 
showing that the micro-lenses (fi gure 5b) help collect the 
light at the photodiodes belonging to the pixel, where the 
light was impinging.

Conversely, as mentioned above in fi gure 3, the introduc-
tion of micro lenses again has an impact on the angular 
dependence of the quantum effi ciency, which means that 
the back illuminated image sensors without micro lenses 
have a larger independence of the incident angle, even 
better than the red curve in fi gure 3.

Prior to the process of wafer scale backside thinning be-
ing introduced and readily available, all of the backside 
illuminated image sensors had been processed individu-
ally. This individual manufacturing resulted in higher risks 
of damage to the image sensor and saw extremely high 
production costs. The requirements of smartphone cam-
eras and subsequently developed technologies made 
backside illuminated image sensors affordable for the 
scientifi c camera market.

Answer

Returning to the answer of our initial question, backside 
illuminated image sensors have fewer obstacles in the 
pathway of the incoming light as it reaches the volume of 
the pixel, where the conversion to charge carriers takes 
place. Thus, backside illuminated CMOS image sensors 
are able to convert more of the light into charge carriers, 
resulting in larger signals and better images.
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When you open up a package of nuts, you expect just
good quality nuts inside. The presence of any kind of for-
eign material (nut shells, for example, or bits of stone or
plastic) can be a disastrous outcome for any company.
Consumer preference can plummet, and negative PR
has a lasting effect.

Located in California’s agricultural heartland is Travaille
& Phippen, a renowned almond producer. Their prod-
uct quality is exceptionally high because they’ve started
using Bratney Companies’ Almond Sorter that features
Headwall’s hyperspectral imaging sensors with custom
PCO sCMOS cameras. Travaille & Phippen’s CEO Scott
Phippen explains the advantages of spectral imaging
within his business: “We wanted to differentiate our prod-
uct with respect to quality, and the combination of spec-

tral imaging and robots
allows us to grade and
sort our almonds with a
very high degree of pre-
cision.”

Hyperspectral imag-
ing technology enables
the ability to inspect
and grade food prod-
ucts based on spectral
reflectance differenc-
es between materials.
Kwok Wong, Headwall’s
Technology Manager for
Spectral Imaging Prod-
ucts, noted that “Tradi-
tional RGB camera sys-
tems and humans can
generally detect foreign

materials in the stream that look different in the visible
range, but they cannot consistently detect foreign mate-
rials or defective products that are similar in color to good
products such as shells versus almond skin or rotten
nuts versus healthy nuts.” The VNIR (visible-near infrared)
hyperspectral imaging sensors used in the almond sort-
ers provide over 300 spectral bands of data, allowing the
measurement of the spectral reflectance curve of every
pixel in the scene. This means that a food producer such
as Travaille & Phippen can accurately detect and remove
foreign materials and nuts not fit for consumption, as
well as sorting nuts to meet higher quality standards for
select customers/uses. “Our customers are global, and
they have preferences that spectral imaging sensors can
help us identify,” said Phippen.

Every material has its own spectral reflectance curve. The
hyperspectral imaging sensor works in conjunction with
spectral algorithms that not only distinguish an almond
from a piece of tree bark or other foreign material, but
also a darker almond from a lighter one. Size, rot, color,
and shape are other characteristics the sensor is trained
to detect. This allows Travaille & Phippen to grade and
sort products with a level of precision unobtainable from
human inspectors or RGB camera systems. “The sensor
has very high spectral and spatial resolution, so it can
accurately determine what it sees and where it is on 
the inspection line,” said Kwok.

The hyperspectral imager is actually a line scanner that
captures spectral data of a line across the conveyor
belt at each instant of time, building a 2D image of
what is on the belt as the belt moves. A Headwall hy-
perspectral imaging sensor comprises several compo-
nents. First is a foreoptic, or an input lens which images
light from the scene onto a slit. This allows light from a
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